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STOCHASTIC ANALYSIS OF IMPULSIVE THRUST
UNCERTAINTIES IN THE CR3BP

Sharad Sharan; Amit Jain] Roshan T. Eapen; Puneet Singlaj Robert G.
Melton!

This paper employs an alternate dynamical model of the circular restricted three
body problem to quantify uncertainties associated with spacecraft thrusting ma-
neuvers. A non-product quadrature scheme known as Conjugate Unscented Trans-
form (CUT) is employed to determine the higher order system sensitivities through
a computationally efficient data driven approach. Moreover, the CUT scheme, in
conjunction with a sparse approximation method, is used to find an analytical rep-
resentation of the time evolution of the state probability density function (pdf).

INTRODUCTION

Several years of research and planning culminated into the commencement of the Artemis mis-
sions in the year 2022. With the launch of CAPSTONE and Artemis 1, the torch has been lit for
human beings to return to the Moon, this time to stay. This indicates that cislunar space would
soon be occupied by many spacecraft traversing it. A significant challenge in the volume of space
collectively called cislunar, is that it is tedious to track spacecraft there. After every successful ob-
servation, it is required to propagate the uncertainties associated with the state of the spacecraft, so
that tracking mechanisms are better prepared to make an observation at a later time. Should there be
any off-nominal event experienced by the spacecraft between observations, then a tedious problem
on a good day suddenly becomes intractable. Therefore, it is imperative to focus on techniques to
quantify and propagate uncertainties associated with cislunar trajectories. Propagating the statistical
moments of a distribution offers significant insight into the nature of a distribution. These insights
are valuable for tracking strategies. This paper focuses on obtaining such insights by studying dif-
ferent kinds of uncertainties associated with an impulsive thrusting maneuver in cislunar space.

The Circular Restricted Three Body Problem (CR3BP) is a good starting model that is widely
utilized in the study of cislunar trajectories. The CR3BP is a chaotic nonlinear system. Traditional
schemes of propagating the central statistical moments rely heavily on linearized dynamics.! These
schemes are not ideal for a system like the CR3BP. In such cases, a widely used method of un-
certainty propagation is the computationally intensive Monte Carlo (MC) method, where tens of
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thousands of simulations are run for each study.>® There are several other techniques in litera-
ture that use alternate representations of uncertainty, such as the Gaussian mixture approach* and
polynomial chaos expansions.”’ Methods like the State Transition Tensor Series (STTS)® were
proposed to replace the MC integrations to generate data for the propagation of moments. However,
applying the STTS scheme involves the computation of higher order sensitivities, which is not a
trivial process. In this paper, the Conjugate Unscented Transform (CUT)? technique is employed to
propagate the central moments. Moreover, CUT is shown to compute the higher order sensitivities
in a computationally efficient manner, using which the state of each sample in a distribution at any
given time can be computed with ease.

Another factor in uncertainty propagation is the way in which the state of the spacecraft is de-
fined.! To this effect, a judicious choice of the coordinate system can alleviate many of the chal-
lenges in classical uncertainty propagation. A comprehensive theoretical survey of approaches to
modeling and representing the restricted three body problem is provided by Szebehely.' However,
the Cartesian coordinates are the widely used ones to model dynamics in the CR3BP. There has
been very minimal numerical exploration using alternative coordinate systems. To this end, our pre-
vious work explored a modified curvilinear coordinate system consisting of three spherical position
coordinates and two velocity pointing angles, to quantify uncertainty in the spacecraft’s state from
an alternate perspective.!! This curvilinear system, termed the Spherical-Velocity Angles Model
(S-VAM), was inspired by the reduced order systems elaborated by Szebehely.'”

Propagating an initial Gaussian distribution of the states through the Cartesian CR3BP equations
of motion generally leads to a spherical or ellipsoidal distribution. This implies that the uncertainty
in velocity vector is defined in all directions. Having the velocity pointing angles themselves as
state variables, the uncertainty in velocity vector direction can be defined within a cone, which
makes more sense for applications where the general direction of heading of a spacecraft is known
to lie within a cone of uncertainty, rather than having it be defined along all directions in a sphere of
uncertainty. The S-VAM offers this capability. The advantage of such a perspective was outlined in
our preceding work,'! with special focus on a data driven approach to compute the higher order state
transition tensors of a trajectory. Using the results of that study, statistical moments up to the second
order were computed. This paper follows up on that by investigating methodologies to propagate the
state probability density function (pdf) through the CR3BP dynamics using the S-VAM, in addition
to computing the higher order statistical moments using an optimal sampling of points provided by
the CUT scheme.

Sparse-based collocation methods have shown promise in capturing pdf of nonlinear systems. >4

Such strategies are explored in this work with some modifications to determine the time-varying pdf
of a distribution in the CR3BP. The interesting aspect of this lies in the fact that we end up with an-
alytical approximations for the said pdf, with a minimal sampling of the collocation points. In the
sparse-collocation method, the log-pdf is approximated using a polynomial-based expansion. Then
a set of collocation points following the CUT scheme are generated to represent the pdf domain.
A minimal number of basis functions is desired for our polynomial approximation. Approximating
using a polynomial is nothing but fitting a surface to the multidimensional log-pdf. With a high
degree of accuracy desired, and a high dimensional system, the number of combinations of basis
functions becomes very large, thereby leading to overfitting issues. This work utilizes a sequential
l1-norm minimization routine to optimally select the dominant basis functions from the extensive
dictionary of all combinations of basis functions.

The organization of the paper is as follows. First, a brief overview of the CR3BP is provided,
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(a) The synodic frame (b) Velocity vector pointing angles of the S-VAM

Figure 1. CR3BP schematic

following which the alternate dynamical model, the S-VAM, from the preceding work!! is revis-
ited. Subsequently, the numerical methodologies utilized in this paper are outlined. Following
this, the results of applying the aforementioned methodologies to test scenarios in cislunar space is
discussed.

CIRCULAR RESTRICTED THREE BODY PROBLEM

The CR3BP is formulated in a frame that rotates along with the primaries, called the synodic
frame. The Earth-Moon synodic frame is illustrated in Figure 1(a). The & basis vector points from
the origin, which is at the barycenter of the Earth-Moon system, toward the Moon. The ¢ basis
vector is perpendicular to it and lies in the plane of motion of the primaries as shown in Figure 1(a).
The Z vector is given by the cross product of Z and g.

A canonical system of units is employed where one length unit (LU) is equal to the distance
between the two primaries and one time unit (TU) is chosen such that the mean motion of the
primaries is unity. For the Earth-Moon system, 1 LU = 384400km and 1 TU = 4.3424 days. A
pseudopotential is defined in the system as

1 1-—
YO S S el ) Y (1)
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where 11 = /(z+p)2+y2+22, 10 = J(@+pu—1)2+y2+ 22, and p = mf—?ﬂm ry and

ro are the magnitudes of the position vectors of the spacecraft relative to the Earth and the Moon,
respectively. m1 and my are the masses of the Earth and the Moon, respectively. p is the character-
istic parameter in the synodic frame. For the Earth-Moon system, ;1 = 0.012151. There exists an
integral of motion in the CR3BP known as the Jacobi integral or the Jacobi constant (C).

C =20 — (v +v] +v2) )

The Jacobi constant is the sole constant of motion in the CR3BP. Notice that all quantities given
above are in terms of Cartesian coordinates. This is the traditionally used coordinate system to
represent CR3BP dynamics. However, in the process of numerical propagation, the Cartesian model



accumulates errors over time, such that C' is no longer strictly maintained constant. The S-VAM
prescribes C' explicitly in the equations of motion, thereby strictly holding it constant throughout
the numerical propagation. The S-VAM equations are!!
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where, di = \/r2 + p2 + 2prcospcosf and dy = /72 + (1 — 1)2 + 2r cos g cos O(u — 1).

Eqgs.(3) - (7) can now be numerically integrated with a guarantee that C' is preserved throughout
the propagation. Using this model, a preliminary stochastic study associated with an impulsive
thrust transfer from Low Earth Orbit (LEO) to an Lo halo orbit was carried out previously.!! This
work continues along this line and dives deeper into the relevant methodologies to compute metrics
that allow one to obtain appropriate information useful for sensor tasking. The following section
discusses the numerical methodologies employed in this paper to meet the aforementioned objective.

NUMERICAL METHODOLOGY

The CUT technique is used extensively in this work for the following purposes: (i) Evaluation of
statistical moments, (ii) computation of sensitivities, and (iii) propagation of state pdf.

CUT is an extended form of the unscented transform (UT), with modifications in the definition of
the traditional sigma points. UT and CUT fall under a category of non-product quadrature schemes.
A brief description of quadrature schemes, followed by the motivation for using CUT is given in the
following section.

Evaluation of statistical moments

The fundamental idea behind any quadrature scheme is that the integral of a function can be
expressed as a weighted sum of function evaluations at specific points. These points and weights
are what differentiate the various quadrature methods. Applying this idea to find the expectation



value of f(x),

N
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where x; are the specific points where the function is evaluated, w; are the corresponding weights
assigned and N is the total number of points. Note that in a multidimensional system, f and x are
both vectors. Expanding f(z) into a Taylor series of m!" order about a nominal solution (z*), and
equating the coefficients of the partials on both sides of the equation, one obtains a set of Moment
Constraint Equations (MCEs).
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Given the knowledge of the expectation values of x, the moments of f(x) can be evaluated up to
m*" order accuracy by solving for a specific set of points and corresponding weights, such that the
MCE:s are satisfied.!?

The traditional method of finding statistical moments is the Monte Carlo (MC) method. Several
points from an initial probability density function are selected and propagated through the nonlin-
ear system dynamics to evaluate the statistical moments at the final time. This scheme of random
sampling means that the MCEs are approximately satisfied as the number of sampled points in-
creases, but never exactly satisfied. For this reason, there are several deterministic methods that are
used effectively. A brief outline of the deterministic approaches employed in determining the afore-
mentioned points and weights can be found in literature.!’-1> 16 The well renowned ones include
Gaussian quadrature,'” sparse grid methods'®2? and the UT.?!

Out of the methods listed above, only the UT allows us to define sigma points without the need to
compute tensor products. This fact constraints the UT to be ineffective for higher dimensions. The
sigma points lie symmetrically on the principal axes of the multidimensional variables, due to which
all odd order moments are automatically satisfied. However, moving to cross dimensional moments
greater than the third order, these sigma points are no longer sufficient to satisfy the MCEs. Thus,
the CUT scheme is used in this work to evaluate multidimensional higher order moments.

The CUT is similar to UT in that it has points placed symmetrically on the principal axes such that
odd-order moments are automatically satisfied. In addition to these axes, a conjugate set of axes is
also defined, which contain several symmetrically placed points as well. These points along the con-
jugate axes help satisfy the cross-moment constraints in the case of multidimensional variables.??
Altogether, the CUT points ensure the exact evaluation of multidimensional expectation integrals
with a significantly smaller number of points than the previously discussed schemes. Adurthi et



al.?>~2> provide an extensive study with applications outlining the advantages of the CUT method-

ology over conventional quadrature rules.

The CUT scheme discussed here provides an optimal sampling of points to facilitate the compu-
tation of a trajectory’s higher order sensitivities through a data driven approach. This approach is
detailed in the following section.

Computation of sensitivities

A function f(z) can be approximated by means of a Taylor series up to order m about a reference
solutionf(x*) as

_ o Of(x*) 1 9" f(z*)
This can be succintly written as
£(x) ~ D®(x) (13)

where D is a matrix of coefficients corresponding to the partial derivatives, and ®(z) is a vector of
polynomial basis functions. In general, evaluation of the partial derivatives to build the DD matrix
is a computationally expensive process. However, if f(z) and ®(z) were known, a simple least
squares (LS) procedure can be used to evaluate D. LS is a statistical approach and one requires data
to initiate the process. It was earlier established that the CUT points were adept at satisfying higher
order moment constraints. This essentially means that the CUT points, although few in number,
are placed systematically in a domain of interest, such that the characteristics of the entire domain
are well captured. Hence, the CUT points are chosen as the optimal sampling points at which to
evaluate f(z) and ®(z), in order to generate the requied data for the LS procedure. From Eq. (13)
the approximation error is given by

ej = f](x) — dji(I)i(.CI}) (14)
The cost function to minimize is
1
J:§<€j,€j> (15)

The inner product is with respect to a pdf that represents the domain of interest. Minimizing .J,
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However, given a set of orthogonal polynomial basis functions, we can say that

< q)l(l'), q)k(l‘) > =0, fori # k (19)

This further reduces computational complexity, as the matrix of the inner products of these orthog-
onal polynomials (the normal matrix) is diagonal. Computing the inverse of a diagonal matrix is



trivial, therefore, basis functions are preferred to be orthogonal. In addition to this, the normal
matrix can be computed offline, thereby reducing on-the-fly computational load. In this work, the
orthogonal polynomial basis functions up to degree four are considered. As a result of making ¢;(x)
orthogonal, the coefficients computed are not exactly a reflection of the partial derivatives that ap-
pear in the Taylor series, nevertheless, they carry the same notion of sensitivities in the new basis
system. Thus, using Eq. (18), the sensitivity matrix D is constructed.

The matrix D can now be used to approximate the solution at any point in the vicinity of the refer-
ence trajectory as D®((), where ( is the state vector normalized in accordance with the distribution
of CUT points. This normalization is done to alleviate numerical problems. In this way, the solution
at the final time for all the samples in a distribution can be found using the sensitivity coefficients,
henceforth referred to as the CUT-STTs. They are extremely useful, as they allow a significantly
quicker function evaluation, as opposed to a series of integrations using an MC scheme.

Computation of the sensitivities is sufficient to commence the process of uncertainty propagation
in a test scenario. These sensitivities allow one to approximate the states of all samples in a distri-
bution using a polynomial series, thereby foregoing the need to integrate each sample individually.
Using the integrated states, state histograms at the final time can be constructed to obtain insight
into the consequence of the assumed initial uncertainties. However, using the CUT scheme, we can
go one step further and develop methods to come up with analytical approximations of multidimen-
sional pdfs. Such methods are discussed in the following section.

Propagation of state pdf

State dynamics of an arbitrary system can be written as
x = f(x,t) (20)
Using the system flow F, one can write
x = F(xo, 1) 21)
Given the initial pdf p(xg), the pdf p(x;) at time ¢;, can be evaluated as>®
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(22)

p(xi) = p [x0 = F~(x0)] \

where F' is assumed to be an invertible, continuously differentiable mapping.

The objective now is to develop a numerical approximation to Eq. (22). In order to ensure
smoothness, the structure of the state pdf is assumed to be

P (Xt 1, tet1) = 0P (K41, tot1) P (Xot1, L) (23)

where p (X1, tx+1) is the pdf of state x4 at time tx11, p (Xg+1, %) is the pdf of state x;q at
time ¢y, and 0p (Xg+1, tk+1) is the departure pdf of state x4 1 from time ¢, to t511. An important
condition to consider while approximating the pdf is that it must always be positive. Therefore, an
exponential form of the pdf is assumed.

P(Xpt1s thg1) = eB(Xky1,tk41) (24)



Now, a polynomial approximation for the exponent B (X1, tx+1) is sought.

B (X1, tht1) = 0B (Xpg1, tpt1) + B (Xp41, tr) (25)
B (Xk+1,th+1) = €ty @ (Xpy1) = 0¢h 1 @ (Xpt1) + f @ (Xpp1) (26)

where ¢ is a vector of unknown coefficients at time 51, dCx41 is a vector of unknown departure
coefficients from time ¢y, to time ¢ 1, cj is the coefficients at time ¢, and ®(xy41) is a vector
of the chosen basis functions evaluated at state xj1. The objective is to compute the departure
coefficients dcy 1, which then serve as a weight function for the state pdf at the previous time.
Thus, the smoothness constraint is enforced. Eq. (26) can be simplified to

Adciiy = b 27

where,
A]:q)T (Xi‘-i-l)’ j:1727"'>N (28)
bj = B(x),,, try1) — @7 (xiﬂ) e, j=1,2,....N

The solution of Eq. (27) can be obtained using LS, which aims to find the best-fit solution for all
the collocation points, referred to as the training data. The optimal value of coefficients dcj41,, can
be found by solving the weighted two-norm minimization problem

5Ck+1ls = 5123_{11 ‘|W(A5Ck+1 - b)”Q (29)

where W is the weight matrix corresponding to the CUT points.

The LS solution solves for coefficients corresponding to all the basis functions in the dictionary.
This leads to an overfitting issue, thereby introducing numerical inconsistencies. Moreover, since
we are approximating the log pdf (B), the numerical errors become pronounced while finding the
pdf as eB. Therefore, a weighted /;-norm minimization problem is posed to incorporate the mini-
mum possible basis functions. Due to the equality constraint (Eq. (27)), this minimization problem
is posed as

51&1& |Kdck11]l; subject to: |[W(Abck+1 —b)|ly <€ (30)
where K is the coefficient weight matrix, and e represents a threshold on the two-norm error of
the sparse solution. The initial value of K can be set to 1 or based on any a-priori knowledge
gained from the least-squares solution. For subsequent iterations, K can be modified to penalize
coefficients smaller than a predetermined threshold Aj.

1

K=
(6Ck+1,, + 1)

where 7 is an arbitrary small number in order to prevent singularities. The value of € is chosen
to provide a flexible solution to the optimization problem by trading off approximation error with
sparsity. Algorithm 1 describes the procedure to compute a minimal polynomial approximation for
the log-pdf. The user-defined parameter A represents the desired difference between the two norms
of consecutive coefficients. The algorithm eventually arrives at an optimal solution ¢; , |, when the
difference between the two norms of consecutive coefficient values, 9, is less than Ag.



Algorithm 1 Iterative weighted /;-norm optimization
Input: A, b,W,cp11,,,As a,€,7
Output: c;

 Yeigialioegs _ 1 s
1: Initialization K = (Chr1, ) 0=1

2: compute ¢, | = grkurll 1Kcri1ly
+

subject to:  [|[W(Aci41 —b)|l, <€

3: while 0 > A, do

. _ 1 .
4:  Update K = T tofindc], | = min IKcrr1ll
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5. Compute § = chrJrl —Crpqll2

, - _ et
6 Cry1 = Crpa
7: end while

8: Ch1 = Cppy

After obtaining the sparse coefficients cj, ;, it is possible to separate the dominant coefficients
from the non-dominant coefficients by choosing a user-defined coefficient threshold d,.s. The non-
dominant coefficients are those with magnitudes lesser than 4,5, and can be neglected for compu-
tational purposes. Therefore, a new minimal representation of the basis functions A,, € RV*™r
corresponding to the m,. non-zero coefficients can be constructed. These are termed reduced sparse
(RS) coefficients, and can be calculated using least-squares as

Cri1,, =Alb 31)

where A;[S is the pseudo-inverse. Now, these coefficients along with the minimal basis functions
yield the required polynomial approximation of the state pdf.

The [1-norm minimization problem addressed in Algorithm 1 is convex, and must be invoked
at each time instant to find the time-varying state pdf. Various convex optimization solvers like
Sedumi, SDPT3, Gurobi, MOSEK, and GLPK, can be used to solve this problem.””-* While
finding a sparse solution, it must be noted that a single solver may not be able to provide the optimal
solution, as each solver has different capabilities. Since numerical methods for convex optimization
are not exact, the results are computed within a numerical precision or tolerance that has been
predefined.

In the process detailed above, the CUT points are chosen as the collocation points where training
data is obtained. As mentioned earlier, this is because the CUT points provide the minimal number
of points required to appropriately capture the characteristics of the domain of interest.

The succeeding sections of the paper discuss the results of applying these methodologies to a
couple of case studies in the CR3BP.

RESULTS AND DISCUSSION

Two different scenarios with different parameter uncertainties associated with an impulsive thrust-
ing maneuver are studied in this paper. Note that scenario A was explored in the previous work!'!
predominantly for the accuracy of the CUT-STTs, however, the pdf propagation scheme and higher
order moments computation was not investigated at all. Since these features are explored in this



paper, a quick summary of scenario A is provided before moving on to the details of pdf propaga-
tion. Three cases are considered in scenario A, which deals with uncertainty in the position of the
spacecraft at impulse, and in the direction of the impulse. These cases have exaggerated values of
uncertainty. Such values were deliberately assumed to explore the effectiveness of the CUT-STTs
in approximating the propagation of each sample in the state.

Subsequently, scenario B deals with plausible values of uncertainty in the direction of the impulse,
its magnitude and the time of its occurrence. This scenario raises the bar for the CUT-STTs, as
considerably fewer sampling points are chosen using the CUT scheme in comparison to scenario A,
yet, good polynomial approximations of the states of all samples are generated, without the need
for integrating any sample in the distribution. Following the testing of CUT-STTs in both scenarios,
the propagation of state pdf is tested on Case 1 of scenario A. The particulars of these tests are
discussed in detail in the following sections.

Testing the CUT-STTs

A reference transfer from a low Earth orbit to an Lo halo orbit is chosen, as illustrated in Fig. 2.
An impulsive AV is applied to this translunar trajectory to effect insertion into a trajectory on the
stable manifold of the halo orbit. Due to the nature of S-VAM, uncertainty in the magnitude of the
velocity vector can be handled, independent of the uncertainty in its direction. The following study
deals with the uncertainty associated with the firing angle of the thruster, and the position of the
spacecraft at the impulse point. In order to capture this uncertainty, a uniform distribution of samples
corresponding to £[5 km, 0.2°,0.2°,5°,5°] in [r, 6, ¢, 7y, §] about the impulse point on the reference
trajectory is generated. These uncertainty bounds are deliberately chosen to be considerably higher
than realistic navigation errors or attitude errors at the time of the impulse. This is to showcase the
effectiveness of the aforementioned numerical methodologies applied from the S-VAM perspective.
Note that this setup assumes that the energy imparted by the thruster is same as that of the reference
transfer.

First, 1 000 000 Monte Carlo samples are integrated for a time period of two days using the S-
VAM. This is followed by multiple sets of simulations, that are carried out by subsequently reducing
the number of samples by an order of ten.
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Figure 2. Reference trajectory from LEO to an L- halo orbit

Centralized statistical moments up to the fourth order are calculated for each set of MC sim-
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ulations, and compared with those obtained using the CUT methodology. The two norm of the
corresponding errors in these moments between the two methods are plotted as illustrated in Fig.
3. For the third order moment, the matrix corresponding to the state 7 is pulled from the error ten-
sor, and its two norm is plotted. It can be observed that as the number of samples increases, the
error between MC and CUT reduce. This is indicative of the fact that the CUT points enable an
accurate calculation of the moments without the need for numerous samples like the MC method.
On the other hand, with the MC scheme, greater the sample size, better is the estimate. Thus, the
error reduces as the number of MC points increases. Visualizing the fourth order moment tensor
becomes tricky, nevertheless, it was computed using the CUT and MC methods. These statistical
moments provide information to tracking strategies for better situational awareness. In addition to
the statistical moments, the final state of any random initial sample can be approximated using the
CUT-STTs quickly and efficiently.
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Figure 3. Two-norm error between the CUT and MC computations of the centralized
statistical moments up to third order

In order to learn the accuracy of the CUT-STT approximation, the two norm of the error in
position is plotted against the initial and final Mahalanobis distances of the samples, as shown in
Fig. 5. This is the error between the position computed by an MC integration and the position
approximated using the CUT-STTs. The Mahalanobis distance (M) of each sample is calculated
as

My = /(@ — f)TS7 (@ - i) (32)

where p; is the mean vector of the state distribution at time ¢, and X; is the covariance of the
distribution. M is a measure of how far the multi-dimensional sample is from the mean. Three
different cases are studied, with each case differing by the degree of uncertainty in the velocity
pointing angles. The samples in cases 1, 2 and 3 are associated with a maximum uncertainty of
£5°, £10° and +15°, respectively, in v and 5. This is illustrated in Fig. 4 by means of the cones of
uncertainty. It can be discerned from these cones whether or not a spacecraft could possibly reach
the intended terminal manifold given a directional uncertainty in the impulsive maneuver. In this
region of the CR3BP, such an analysis is important, because if the spacecraft has enough energy
to reach the family of halos around Ly and is not heading the right way, then it could possibly go
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through the Lo gateway and out of the system. Uncertainty in the position of the spacecraft during
the impulse is considered to be within £[5 km, 0.2°,0.2°] about the reference impulse point for all
the cases.
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Figure 4. Cone of uncertainty (v, 3)

The time at the impulse point is designated ¢(, and the time of propagation of the samples is
designated t;. M, is calculated for the samples at ¢ and ¢y and plotted along the = and y axes,
respectively, in Fig. 5. The colorbar is representative of the position error in km between the MC
integration and the CUT approximation. From Fig. 5, it can be observed that for cases 1 and 2, the
CUT-STTs capture dynamics accurate to an order of 10~ km up to ¢ ¢ = 18h, even for samples
that are at 50 at that ¢y. Considering only up to 3o points for ¢ty = 12h, the maximum error
across all cases is on the order of 10~2 km. These results are promising in terms of accuracy of the
CUT-STTs.

As the cone of uncertainty grows wider and ¢ increases, the accuracy of the CUT-STTs de-
creases, as illustrated in Fig. 5 for case 3. One can conclude this from the sharp increase in error
magnitude between ¢ty = 12h and ¢y = 18 h for case 3. However, in a practical sense, an observa-
tion is likely to be made to update the position of the spacecraft within 12 h.

The analysis carried above sheds light on the duration and degree of accuracy of the CUT-STTs
for the aforementioned cases. They can now be used to obtain stochastic insight that will aid tracking
strategies. It would be beneficial to know the consequences of an off-nominal burn at some time
in the future, so that the sensors can be tasked to re-acquire the spacecraft at the next instance of
observation. In order to do that, useful information can be gathered from histograms of the states,
which are illustrated in Fig. 6 for case 1.

It is to be noted that these histograms were plotted using states computed by the CUT-STTs.
A total of 10 samples were propagated using the CUT-STTs in a matter of seconds to obtain the
histograms in Fig. 6. Greater the number of samples, better is the estimate of the distribution. How-
ever, with increased sample size comes great computational burden, if one relies on the traditional
MC scheme.
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Figure 5. Position error (in km) between MC integration and CUT approximation
plotted against the initial and final Mahalanobis distances of the samples

The CUT-STTs offer an efficient way to obtain insight by propagating a huge sample of states,
without the computationally expensive aspect of it. This can be realized by clocking the computation
time for each method, as shown in Table 1. All computations were run on an Intel Xeon E5-2695
processor and parallelized over 32 cores. There is no parallelization necessary while using the CUT
scheme. Moreover, for this case study of a misaligned thruster, the S-VAM, being a reduced order
model, offers further reduction in computation required by the CUT-STTs.

The statistical moments corresponding to the final distribution of the states are given in Table 2. It
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Figure 6. Histograms of the states att; = 12h - Scenario A (case 1)

Table 1. Comparison of computation time

Computation time (sec)

Monte Carlo CUT

1000 000 507.06 9.43
100000 80.41 0.84

Number of samples

is to be noted that these moments are computed using a set of 455 CUT points only, yet they capture
the state distributions as shown in Fig. 6 very well. In Table 2, the mean for each state is a measure
that stands out as being readily comparable visually with the histogram of the corresponding state.
Another measure that can be visually appreciated right away is the kurtosis of 4. It can be seen from
Fig. 6 that the histogram of 6 closely resembles a normal distribution. For normal distributions,
kurtosis = 3. It can be seen from Table 2 that the value of kurtosis for 6 is the closest to three
among all the states.

The covariance, skewness and kurtosis corresponding to the multivariate distribution were com-
puted following the approach given in Eq. (11). However, it is harder to visualize the full skewness
and kurtosis tensors, thus, the univariate moments for each state are presented in Table 2.

Scenario A presented a very specific case of a misaligned impulse and studied its consequences
for a particular reference trajectory. Primarily, it established the effectiveness of the CUT method-
ology and the usefulness of the S-VAM. The next scenario (scenario B) intends to study a wider
array of uncertainties associated with a maneuver. For better contrast, the same reference trajectory
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Table 2. Statistical moments evaluated using CUTS points - Scenario A (case 1)

Mean Variance Skewness | Kurtosis
1.021809 | 1.313916 x 10~° | 0.007993 | 2.111832
—0.078584 | 1.373864 x 10% | 0.046122 | 2.382490
—0.021397 | 2.264103 x 107° | 0.017949 | 2.195804
—0.703372 | 1.633346 x 10~3 | —0.004865 | 1.825565
—0.094022 | 1.641397 x 1073 | 0.000463 | 2.069970
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Figure 7. Position error (in km) between MC integration and CUT approximation - Scenario B

The total thrust delivered by the spacecraft’s engine is considered to be 500 N, and the mass
of the spacecraft at the start of the maneuver is assumed to be 600 kg. The reference trajectory
includes a burn that delivers a nominal AV of 677.5ms~! over a burn time of 813s. Considering
the magnitude of flight time involved in this cislunar trajectory, which is on the order of days, this
maneuver can be approximated as being impulsive. Uncertainty is considered in the parameters
[t1,ts, v, (], where 1 is the time at which the maneuver occurs, and ¢ is the engine burn time. The
uncertainty in burn time is to account for the incorrect magnitude of AV imparted. Uncertainties in
~ and S account for the incorrect direction of the AV'. In this simulation, a maximum uncertainty
in t1, tp, v and S of £60sec, £5 sec, £2°, and +2° are considered about the nominal, respectively.
100 000 samples are generated within these uncertainty bounds and propagated for twelve hours.

The CUT-STTs computed in this scenario are sensitivities of the final states with respect to vari-
ations in the initial stochastic parameters, i.e., [t1, s, 7, 5]. In scenario A, the stochastic parame-
ters were the initial states, therefore, the CUT-STTs obtained there were a reflection of the tradi-
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tional state transition tensors. The primary advantage of these sensitivities with respect to the initial
stochastic parameters, lies in the fact that the effect of any variation in the said parameters can be
mapped to the final states rapidly.
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Table 3. Statistical moments evaluated using CUTS8 points - Scenario B

Mean Variance Skewness | Kurtosis
1.024617 | 7.387324 x 10~7 | —0.028405 | 1.922358
—0.075851 | 7.504202 x 10~° | 0.006545 | 2.026064
—0.017698 | 1.213942 x 107% | —0.001075 | 1.814514
—0.630171 | 1.071206 x 10~3 | —0.011119 | 1.874504
—0.040751 | 8.891200 x 10~* | —0.007606 | 1.826738
3.148817 | 6.570981 x 107° | —0.003734 | 1.871113

QR[S D3

The samples are also propagated by MC integration in order to compare with the CUT-STT
approximation. The errors in position and velocity of the samples at the final time are plotted
against the corresponding initial Mahalanobis distances of the samples in Fig. 7. The maximum
error in velocity is on the order of 1075 kms~!, while the maximum position error is found to be
two kilometers.

Considering the fact that the final distribution of the samples spans a distance that is several
orders of magnitude greater than two kilometers, this error in position is relatively small, and does
not affect the nature of the distribution in a significant way. Moreover, this is only the maximum
error in position observed among all the samples.
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The root mean squared error (RMSE) in position is found to be 523 m. This accuracy of the
CUT-STT after 12 hours of propagation is very promising, as the RMSE in position is only on the
order of navigation errors that are usually experienced by spacecraft in cislunar space. Therefore,
the effect of any initial uncertainty in the parameters ([t1, ¢y, v, 5]) can be rapidly mapped to states
at a final time using the CUT-STTs by means of simple function evaluations, completely forgoing
numerical integration. Using these states, histograms can be plotted as illustrated in Fig. 8. This
proves better than the traditional way to obtain these histograms, which would be to propagate each
sample through a numerical integrator, which in turn requires a considerably higher computational
power. Although the sample size is 100 000 in the domain of interest, it takes only 161 CUT points to
capture the statistical moments, given in Table 3, thereby highlighting the computational efficiency
of CUT.

The two scenarios discussed in this section showcased the effectiveness of the S-VAM in handling
directional uncertainties, as well as the capabilities of the CUT-STTs in approximating the system
dynamics. It was also observed that the optimal deterministic sampling provided by the CUT points
was sufficient to evaluate statistical moments up to the fourth order with high accuracy that cannot
be matched exactly by random sampling techniques.

Testing state pdf propagation

In order to test the methodology outlined for propagating the state pdf, case 1 of scenario A is
chosen. Basis functions up to 8" order are considered for the analytical approximation. The sparse
algorithm parameters (as outlined in Algorithm 1) are taken tobe ¢ = 1 x 1076, n = 1 x 107?,
Ag=1x10"%and s =1 x 1075.

The evolution of the LS and RS coefficients are illustrated using heatmaps in Fig. 9(a) and Fig.
9(b), respectively. The colorbar is indicative of the magnitude of the coefficients. Essentially, it in-
dicates how much an n*" order basis function is participating in the analytical approximation. It can
be seen from Fig. 9(a) and Fig. 9(b) that the LS solution utilizes most of the coefficients, while the
RS solution only captures the dominant coefficients from the extensive dictionary of corresponding
basis functions.

The aforementioned trend can also be observed in Fig. 9(c), which illustrates the evolution of
the number of non-zero coefficients (magnitude greater than ¢,s for RS) for both the LS and RS
coefficients. The total number of coefficients corresponding to an 8" order approximation turns out
to be 1287. As time progresses, the LS tends to employ almost all these coefficients and calculates
the smallest two-norm error, €. The RS solution, on the other hand, only features around 50
coefficients by sacrificing accuracy for sparsity.

To investigate the efficacy of the proposed scheme, the training and testing pdf errors are com-
pared. The training data corresponds to the true pdf value at the CUT points, which are used to
eventually compute the RS coefficients for the final approximation. The testing data corresponds
to 10000 randomly generated MC points. Fig. 9(d) shows the averaged relative error between the
true and approximated pdf values for both the training and the testing sets. The training error is
low, as expected. The testing error is on the order of 10~2 after 11 h of propagation, which roughly
corresponds to about 1% of relative error at the most. This is a good approximation in the context
of spacecraft tracking, as the errors incurred by the analytical approximation would still place the
spacecraft in the expected region of search as would be obtained through numerical propagation of
the true pdf. Therefore, the proposed approximation allows one to rapidly predict the state pdf of
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Figure 9. Propagation of state pdf

the spacecraft several hours in the future, by simply evaluating an analytical function facilitated by
the coefficients computed a priori.

SUMMARY

This paper is a follow up to a preceding paper that discussed the alternate CR3BP model, the
S-VAM, in detail, and compared it with the traditional Cartesian model for its pros and cons.!! It
was established that the S-VAM offers a way to quantify and propagate uncertainties in the direc-
tion of velocity independent of its magnitude, while strictly holding the Jacobi integral constant
throughout the numerical propagation. Further study into the advantages of such a feature, and its
exploitation in dealing with thrust uncertainties in the CR3BP is carried out in this work. As a result,
several stochastic insights beneficial to spacecraft tracking are obtained from a completely different
perspective compared to a traditional Cartesian view.

To conclude, the development of the S-VAM in the preceding work!! laid a foundation for this
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paper to go forward and carry out detailed tests of the higher order STT computation scheme on a
few different kinds of uncertainties associated with a thrusting maneuver. Furthermore, a strategy
to obtain analytical approximations of the state pdfs at each time was also investigated successfully.

The analytical scheme developed in this work for pdf propagation is still in its infancy in the con-
text of realistic trajectories in the CR3BP, and requires further fine-tuning to work for all trajectories
for extended periods of time. Nevertheless, this work contains results that show great promise for
this scheme, especially because it was tested on a scenario which had exaggerated values of uncer-
tainty to begin with. Further development of this pdf propagation scheme would include process
noise considerations and continuous thrust trajectories, which, in addition to the proven capability
of the CUT-STTs in this work, would create a holistic framework to quantify and propagate un-
certainties associated with cislunar trajectories with computational ease, while obtaining stochastic
insights at high levels of accuracy.
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